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Abstract— We present an end-to-end scheme to aggregate a 000 o S O
diversity of wired or wireless network paths in an application o I [
content-aware manner. The objective is to realize a virtual pipe ey .- _=_ - -]
abstraction that offers high capacity, low perceived jitter and lav el - .. - ~[u
perceived loss for video streaming. The scheme called “Smart v o e
Multipath Capacity Aggregation (SMCA)” uses elementary in- =7 Toss
formation about the video stream (eg: |, P, B frame type, %
packetization and sequencing information) to intelligently map ]
packets to flows in different groups. Flows are classified into Hé:aﬁ =
delay- and loss-based classes using end-to-end estimation of delay S =

loss and rate information. The size of these groups is adaptively
determined by the current set of application packets and flow
characteristics. The gains are realized by efficient matching Fig. 1: SMCA logically rearranges the available paths for improved
of application content diversity to the network performance streaming experience for the end-user.

diversity at any instant of time. SMCA is designed to be

scalable with increasing number of available network paths and g to create the abstract of an end-to-end broadband pipe

with increasing content and network diversity. Our experiments : ) . h
demonstrate marked improvement in video playback quality built out of purely best-effort underlying components (Fig

measures both on an absolute and relative basis (compared with ). End-to-end path multiplicity gain can be realizegen if

other path-diversity based schemes). Interestingly, our relage routing protocols only offer single (shortest) paths, asglo

gains are even better with an increase in performance diversity as key edge-nodes support the mapping of end-to-end flows

of network paths. _ _ _ to different exit choices. Connectionless routing frameso

Sml/.ndex Terms—Multimedia_streaming, multipath, path diver- have been proposed for incrementally upgrading the Interne
to support multi-paths (e.g. Bananas [23]). Multi-pathsyma
also be provisioned through overlay networks or peer-&rpe

|. INTRODUCTION networks ([1], [2], [3], [4]).- The responsibility of end-siems
is then to instantiate multiple flows, locally map them to

The notion of best-effort service in the Internet has tiadit . X .
ally implied an unpredictable packet-by-packet servickvde multiple interfaces, perform congestion control on eackv flo
and manage the mapping of application packets to flows [23],

ered over on a single path. Today, demanding applicatils i
video streaming are dependent on the performance vagal' %] )

and bottlenecks on a single path. The performance bottenec ThiS paper shows how end-systems can effectively har-
on such single paths are also moving away from the access IS multiple pathseven if these paths are very diverse
(eg: last mile) due to the deployment of broadband access afgPerformance characteristics aresten if applications are
the general availability of alternate access options (elgy Wdemandl'ng in terms of deadline, rellablllty an.d sequencing
not use cable modem, 3G wireless and DSL together?). expectations. In fact, we show that increased diversityathi p

Once the access bottleneck is removed, we realize that Bgformance and application expectations can be leveraged
Internet intrinsically has a multiplicity of end-to-end tha 0 Provide even better perceived performance! In particula

because hosts, networks and autonomous systems (of er&-Propose a scheme called “Smart Multipath Capacity Ag-
prises and ISPs) are increasingly multi-homed. The spat@€gation (SMCA)” that matches application content-csitgr
temporal statistical multiplexing gains from these patais be (I terms of per-packet performance expectations) to the pe
harnessed to deliver a superior form of end-to-end bestteffflow performance diversity to realize a virtual end-to-eipep
service to applications (beyond the temporal multiplexingPStraction that offers high capacity, low perceived dgtagr
gain offered by packet switching on single paths). If botRnd low perceived loss for video streaming (Fig. I).
end-systems have broadband or high-speed access, the goaMCA uses elementary information about the video stream
(eg: I, P, B frame type, packetization and sequencing in-
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video packets to superior flow groups to maximize probabilischedulers that tightly couple the loss-rate experiencid w
of delivery and timeliness. Poor quality flow groups (lovthe transmission capacity of individual paths in a Multipat
available bandwidth, high latency, high loss rates) aredusscenario [20]. Such schemes do not take per-path latency
to send lower priority data or packets with later decodingharacteristics into consideration.
deadlines. This out-of-sequence and importance-based magn [6] Apostolopoulos etal provide models to compare
ping scheme helps us utilize the flow resources that areultiple description coding (MDC) plus path diversity aggti
otherwise unusable due to playback deadlines at the receigingle description coding plus single path. The paper also
Our experiments demonstrate marked improvement in vidpeesents a model for the loss process of a two-path diversity
playback quality measures both on an absolute and relatsyestem. In [18] Zhou etal present a transmission scheme-to im
basis (compared with other path-diversity based schemes).prove MPEG-4 streaming using Multipath. The MPEG stream
the same time we show that naive mapping of packets itodivided into a base and enhancement layer. The base layer
available paths may not deliver these diversity gains to tieduplicated over the paths available to provide robusthas
application. Our approach fundamentally differs from mafy transmission of important frames. The enhancement lay®er co
the earlier proposed packet-mapping schemes ([5], [6],, [1@ent is then separated into multiple descriptions and seeit o
[11], [12], [16]) because we are able to use paths that woulte multiple paths leading to incremental increase in thlei
potentially be deemed unusable by other schemes. Therefquality with reception of more and more enhancement packets
our SMCA scheme concepts are applicable to both wired amtle drawbacks of these schemes are the additional complexit
wireless networks, overlay and peer-to-peer networks,tandintroduced at the source (separating the enhancement layer
a broader range of applications beyond video streaming. into multiple descriptions is almost as complex as codirgy th
We present the related work in the next section. High leveldeo afresh) and the wasted bandwidth due to duplication of
overview and analytical details of SMCA are presented the base layer. Another drawback of using the MDC based
Section Ill. Section IV presents the simulation results #rel schemes is the extra traffic added by introducing the maltipl
work is summarized in Section V. description splitting of the traffic. These schemes alsdesuf
from degraded performance in case the bandwidth of each
path is smaller than the overhead introduced. In additiaygtm
of the schemes discussed above are verified for two paths.
Providing sufficient bandwidth for delay sensitive applicawith two paths all the above algorithms provide performance
tions has been an active area of research during the redemprovements over the single path but one would expect the
years. The total capacity of a network path puts an uppesmplexity of these schemes to increase with the number of
limit on the bandwidth a user can get from the networlpaths used.
To solve these problems, solutions have been proposed thathe closest attempt at analyzing an efficient partitioning
employ multiple paths to reduce the packet loss and increagieme has been made in [16] by Xu etal. Reference [16]
the effective bandwidth obtained. Savage etal [13] refuat t gives a good overview of the issues involved in partitioning
in majority of cases one can find a more optimal path t@ differentially encoded bit stream over multiple routes. A
the destination as compared to the default paths providedined tree approach with complexity of the ordegfV )
by any routing protocol. Thus, there is a good possibility G§ presented wherd' is the number of paths available a@ds
finding multiple paths that can satisfy a real-time appi@@$ the total number of frames in a group of pictures (GOP). The
transmission requirements. Vutukury etal [14] give methogherformance comparisons are made with a greedy multigdexin
for near optimal Multipath routing. Nguyen etal [15] propostechnique. While the pruned tree approach in [16] provides an
a Multipath scheme that utilizes source routing and instill optimal solution to the multiplexing problem, it does sola t
network relays for video transmission. Source routing iU cost of high complexity. SMCA, on the other hand, is designed
the media source to specify the exact path of transmissiontinbe practical while being efficient and low in complexity. |
terms of the intermediate hops. [17], Xu etal present a new channel coding scheme (product
In [5] Apostolopoulos etal use two different paths to sencodes) to unequally protect the video for efficient transiois
even and odd frames encoded using Multiple Description Coglver multiple paths.
ing (MDC) but reference [5] does not use any kind of network
feedback. The paper suggests that it can be beneficial to send
different amounts of traffic on different paths. In [12] Lian
etal use transmission of multiple redundant descriptidribe This section builds the analytical basis for SMCA. For the
voice streams over independent network paths. Receivers sake of simplicity we assume that each frame is transmitted
multi-stream adaptive playout scheduling to improve thddér as a single packet. This assumption does not have any effect
off among delay, loss-rate and speech quality. The paper og our final results since same results are obtained when all
ports better quality in Multipath transmitted voice as camga packets containing a frame’s data are treated in similduidas
to the FEC protected voice streams (in terms of mean end-We reinforce the fact that for a video transmission system
end latency and loss-rate). The path diversity is achiewed to take maximum advantage of path diversity, the transport
sending media through the default and a source-based rolagers must have knowledge of the source coding process and
The two different flows are constructed using the even amdth layers need to work in conjunction with each other. Our
odd samples of the voice stream. More recent studies involeleoice of layered video is based on previous research that

Il. RELATED WORK

Ill. SCHEME DESCRIPTION



Parameter] Definition \

Sender —— %\Cmtent N Total available paths
Buffer ———— lo path with the lowest end-to-end latency
] l; Path i in the latency based ranked list of paths
B; Bandwidth (frames/sec) of path i
D; End-to-end delay/latency of path i
f Frame/packet at the head of the transmit buffer
e fi Frame/packet at the position i in the transmit buffe
WW Ti Transmission time forf;
ki Effective carrying capacity of;
Fig. 2: SMCA scheme overview. The degrading effects of network 10 Expected playOl.Jt tlme foy
latency and loss on perceived video quality are reduced in tho Source Buffer Size in packets
separate steps. A Avg. time (sec) between successive packets playo

TABLE I|: Parameter definition for out-of-sequence analysis

shows layered coding as the method of choice when content
aware packet schedulers are used [19].
The SMCA architecture is represented in Fig. 2. The Tn+ Dp1 <t 1)

sendpr’s_ tra_nsmit b.uffer is_ filled with video packets by the Then, considering just the delay requirements, the péths
application in a serial f‘?‘Sh'on' The packgts correspont 'Ito l,1 are suitable for any of the packets in the transmit buffer.
the frame to be transmitted/decoded earliest occupy thé hegg, o ¢ = 3"k, packets are mapped to the pathsto

H - i=1"™"
of the buff_er._ The SMCA schem_e is used ctboose_frames l,1 forming the first delay-based subgroup. The packets from
for transmission from the transmit buffer as described welo . + 1 onward are again grouped separately and mapped on

There are two main stages in mapping the video frames to hsl,.1,1 onward creating the second delay-based subgroup.

appropriate paths. The first stage assigns the frames to a7§8L number of paths, in this case will be given by the largest
of paths under delay constraints. The second stage op;ion%(5 '

protects video frames with FEC and maps each video an pgern2 such that
redundancy frame to a path using the content information.
The delay-based mapping stage helps minimize the effective Tatn2 + Dot S Hfor 1) @
delay by using out-of-sequence transmissions on highdgten In caser, 1 + D,11 > t(f5,+1), we skip the packets in
paths. Similarly, content-based mapping of frames andr ertbe sender’s transmit buffer until we reach the pagkett >
correction reduces the impact due to the network losses. ¢; +1, that satisfies the delay condition 1+ D, +1 < t(f%)-
SMCA estimates the path characteristics at the sender. Thige skipped packets between the packgts.; and f; can
information comprises of loss-rate, bandwidth and lateneyait for transmission and will be transmitted in the subsetu
values at different time instants. This estimation is dorefresh periods.
using the congestion window behavior and acknowledgmentThe second group of paths,;y; to 11,2 IS assigned
information from the transport scheme. g2 packets for transmission in a similar fashion @swere
assigned in the first step. We continue this grouping of paths
and assignment of packets for transmission until either all
the paths are categorized or we run out of packets. Each
The delay-based mapping stage of SMCA is concerned wijhoup-of-paths and associated set-of-packets is refeived
reducing the effectiv@erceptible delay of the deadline drivenas a Delay Based Subgroup (DBS). The delay reduction
real-time traffic. Assume that the receiver starts the playounit utilizes the out-of-sequence transmission that reduhe
after it receives the firsP packets completely. Then, in steadyoverall transmission delay by mapping the packets postion
state, maintaining the receiver-buffer occupancyPopackets higher up in the transmit buffer to the paths with highertreta
on an average requires the average packet interarrivaltbmedatencies.
be equal to the playout time of a packet. LRpackets takd’ We now derive the effective carrying capacity of each delay-
seconds to playout. After the firgt packets have arrived, thebased subgroup. As an example. we consider the first delay
next P packets should reach the destination withiiseconds. based subgroup. For a pathwithin this subgroup, the total
The third set ofP packets must reach withi2il” seconds and time taken byk; packets to reach their destination is given by;
so on. This provides us with an expected arrival time for each

A. Delay based packet-to-path mapping

ki

packet. T = D; + —~ (3)
Table | defines the parameters used in the analysis in this B;

section: We call the average latency of pafh denoted byD, the
At the sender, the packets are assigned to the paths udBage Latency for the this subgroup. Realizing that within this

the following procedure: subgroup any packet may be transmitted on any ofsthe

Find the largest1 such that paths, on an average the condition for timely arrival of pask



at the receiver can be summarized as: the application’s transmission buffer onto the paths that a
ready to accept a packet at any instant of time. We note that
D; + ﬁ < Do+ A (4) if such an opportunistic packet mapping scheme was used
Bi in place of the out-of-sequence transmission, we would have
The condition (4) can be derived as following. If packebnly 3 usable paths (the first subgroup) for our effective. use
F is transmitted on patld, it suffers an end-to-end latencyThe frames transmitted on the other paths can lead to late
of D, (Base Latency). Packet + 1 must reach the receiver deliveries and consequent receiver-buffer underflow. Tous
within A of packetF" to avoid buffer underrun. Since packebf-sequence transmission achieves a much higher guadantee
F+1 may be transmitted on any of the paths in the tagged frame rate, 30 fps versus 17 fps for an opportunistic packet
subgroup, all the path latencies in the subgroup must be lesspping scheme. This better performance of out-of-seaquenc
that Dy + A. transmission is attributed to the ability of the scheme te us
Rearranging (4) and for each pdihdenoting the difference higher delay paths in an efficient manner, like the second
in the individual latency and the Base Latencydywe have: delay-based subgroup in the example above.
1) Effect of source buffer size: Source buffer size limits
ki <(A—-0;)x By, 0<§;<A (5) the throughput of the out-of-sequence transmission scheme

The number of packets,,; that can be transmitted on all

Equation (5) is the defining equation for the out-of-seqeeng, . . aijapje paths in tim&,,, is bound above by the source
mapping scheme and it shows that for out-of-sequence trafggge o6 | o given the source buffer of lengihframes

mission the relative latency rather than the absolute ¢gten
of the paths within the delay-based subgroups determirees th koos < S

effective carrying capacity. Thus, for the first subgroup th Toos = toos — toos (8)
effective carrying capacity s given by: 2) Effect of receiver buffer: The receiver-buffer size limits
nl-1 nl-1 the number of packets associated with any subgroup. A ptayou
K = Z ki, < AxB-— Z (8; x By) (6) buffer of size R packets drains at the rate of 1 packet per
i=0 i=0 A seconds. We need at least 1 packet in the buffer and a

maximum of R packets. This in turn implies that in steady
state the incoming packet rate into the receiver-buffertmus
range between [1 td?] frames perA seconds. This has the
N tIIowing performance consequences:

1) Each delay-based group on the sender side is upper-
bound byR packets i.e. in (6)k; < R for all paths in
setO.

Jitter Bounds: The receiver-buffer needs at least one
packet in the queue to avoid underflow. To prevent buffer
overflow, receiver-buffer occupancy must stay below
R packets. Since the playout occurs at the rate of 1
packet perA seconds, on appropriately large time scales
i to % defines the acceptable range of incoming data
rate at the receiver. Any jitter within this range will be
absorbed by the receiver-buffer.

where B = Z?:lngi is the aggregated bandwidth (in
packets/sec) of the subgroup.

Equation (6) provides the upper bound on the carryi
capacity of the first delay-based subgroups. Similar res
holds true for an arbitrary delay based subgrgupith i
replaced byK; and summation executed over the paths in
subgroupj.

Example: Consider a set of paths between a source and &)
destination. We can choose any arbitrary, since the analysis
above shows that the carrying capacity of the subgroup is
dependent on thdelay spacing between the paths rather than
the absolute value of the base delay. The available paths are
ranked in increasing order of latency with a uniform sepanat
of 10 ms between any two successive paths. Assume that each
path has an average bandwidth lof\/bps. Assume that we
want to transfer video encoded at 30 fps with an average
frame length of 500 Bytes. Armed with this knowledge w@. Loss-based mapping
can now calculateA = 1/30 = 33.33ms, B = 3Mbps =
8x10° fpg 5, = 0,10 x 109,20 x 106 sec fori = 0,1,2 and

The second step involves the exact mapping of frames to
500x8 . paths within a DBS. For hybrid video streaming significant
B; = £549 fps fori = 0,1,2. quality improvements can be obtained by exploiting the depe

From the value ofA we can select upto 3 paths, startinglencies between different frame types awithout worrying
from the path with least delay, for inclusion in the first dela 33(9

based subgroup. The maximum number of frames that can out the interdependencies between frames of same type.,

assigned to this sUbgroup,,..., is given by Equation (6). Ve take as an e>.<ample the case involving transmission of
. . video encoded using MPEG or H.26x. These coders encode
3x 10 1 1x10

« — _ x (10 x 10° 4 20 x 10%) each group of pictures (GOP) into three different frame $ype
500 x & = 30 500 x 8 (M 1, P and B. Each frame type is of varying importance within
~ 17irames a GOP. Typically, each GOP starts with an | or an intra-coded

By symmetry of the example, the next subgroup will bérame. An | frame can be decoded independently without

assigned a maximum of7 frames. In this case we justany reference to the frames preceding or succeeding it. On
need to send3 more frames so two subgroups i.e. 6 paththe other hand, P frames need the information from the
will suffice. In contrast we consider an opportunistic packéatest reference frame (I or P) for correct decoding while
mapping scheme that transmits the packets from the headhd# B frames need information from both the preceding as

Fmaa: =




well as the succeeding reference frames for correct degodin The remaining capacity is used for transmission of FEC
Extending the analysis from the performance model predentaformation. Equation 9 provides us with the upper limit on
in [22] to multiflow transmission, we devise a greedy yethe amount of the data (video) that may be transmitted on the
simple strategy for prioritized frame transmission. We thee group of n identified paths. The rest of the capacity is used
following algorithm for the transmission of I, B and P framedy the FEC packets. We present two different techniques to
for a given set of GOPs within a DBS. The available pathsse this bandwidth.
are ranked in the increasing order of loss rates. The loss rat The first technique uses uniform error control to protect
are measured using the information from acknowledgmeratB the application data. In case of uniform control all the
received for a given number of packets sent over an interxatleo packets are treated alike and the content is protegthd
[8]. The multiplexing scheme is a simple frame type basd®iS(m,k) FEC as given by Equation 9. The FEC packets are
prioritized mapping wherein the | frames are mapped toeated with the same priority as the video data they profect
the available paths with low loss rates followed by the Point worth noting is that since the data and FECchustered
frames. The B frames are then mapped to the remainitagether, they will be exposed to similar and probabiladtic
paths in increasing order of the loss rates. The combinationcorrelated path conditions. Hereafter, we label this seéham
out-of-sequence delay-based mapping and smart multigexSMCA_UFEC.
uses the network diversity in latencies and loss rates to thelThe second technique exploits the content priorities of
streaming application’s advantage. hybrid video to unequally protect the most important video
1) Complexity analysis. Assume a GOP containing) frames. Unequal or prioritized error control involves unaity
frames is to be multiplexed oveN paths. If transmission protecting the video packets according to their relative im
across GOP boundaries was allowed, transmission of a G®tance within the GOP. In our case of MPEG and H.26x
under SMCA involves the following steps: video, the relative importance of I, P and B frames dictates
1) Compare the first frame with the available paths undte amount of FEC allocated to the associated FEC. Of course,
delay constraints)¥ comparison operations) to select 4h€ total FEC allocated cannot exceed- & packets. To make
set-of-paths. the video transmission robust to path loss correlatiorsFaC

2) Find the suitable number of frames, under bandwidfR" & frame is sent on a path thatfe from the path (within
constraints, that can be multiplexed over tieof-paths & set-of-paths) on which the frame is sent. The scheme uses
found above @ comparison operations). unequal protection of | and P frames and no protection for

3) For the set-of paths to frames mapping determinedB frames. The FEC isiecoupled from the transmission of

above, find the frame-to-path mapping under loss co{le data by reserving the last few paths in the set-of-paths
straints (V comparisons per frame selected). for transmission of FEC. Hereafter, we label this scheme as

We note that including the restriction of transmitting oirly SMCAUEP.

tegral GOPs over delay-based subgroup does not change the
complexity of the scheme. Therefore, the complexity of SMCA
is O(N?+QN). We compare the complexity of SMCA smart
multiplexing with a completely optimized pruned tree(PT
based approach [16]. The worst case complexity of a prun
tree based approach (3(N%). We note that the complexity
of SMCA is much lower than that of the pruned tree approa

IV. RESULTS

We now present the performance evaluation of the com-
lete SMCA scheme with a video-streaming application. The
CA framework consists of the out-of-sequence delay-dbase
scheme and the content-based smart multiplexing scheme. We
éHso present performance improvements obtained by adding

and as we show later, the performance of SMCA is comparal]):lgc as an additional protection to erasures. Performance

to the performance of a scheme based on the pruned t%)énparisons are presented for a uniform FEC protection
algorithm scheme and a content-based non-uniform FEC scheme.

Figures 3 and 4 show the simulation set-up used for
measuring the performance of SMCA. Souiganultiplexes
C. Error Control to Combat Transmission Errors video traffic destined for destinatio® over multiple links

If the underlying congestion control scheme used for SMC@onstituted by hosts/routei31 to B16. Fig. 3 shows the set-
does not discriminate between congestion losses and tra#-for the case where the source multiplexes traffic over 5
mission errors, SMCA can suffer performance degradation acorrelated paths while the set-up of Fig. 4 correspontseto
lossy environments like wireless networks. To protect tag-r correlated links case. In the case of shared links like those
time data against transmission losses we propose to iteegfadd- 4, the loss correlation among different paths is deitezoh
Forward Error Correction with SMCA. In this section wePy the link characteristics and the amount of background
introduce two possible FEC strategies. FEC schemes Hffic through each of the shared links. The backgroundidraf
designed based on the RS(n,k) [24] codes. generators consist of sources transmitting variable Hi ra

a subgroup, the total video packets that can be transmitec®Ch link varies betwees00 Kbps to1 Mbps. A 20 packets
reduced to: buffer is provided at each transmit interface of the sourw a

the nodesB1 to B16.
k<(1-P,) Zkl 9) We compare the performa_nce of our scheme with OPMS
- and the pruned tree(PT) algorithm of [16]. We usedRmwver



Paths 1 2 3 4 5
PSNR(dB)| 20.98 | 22.48| 25.42 | 26.02| 28.34

TABLE II: Variation in the average PSNR with number of
paths

1) Gain with increasing number of paths. Table Il and
Figure 5 show the SMCA performance with changing number
of paths. The substantial gain of more thardB when the
network resources are diversified among 5 paths shows that
SMCA uses path diversity to the user’s advantage. The total

‘ Background taffic SR number of paths was varied from one path £ 1) to five
genermior paths f = 5) while keeping the aggregate bandwidth fixed at
1.3 Mbps, average loss probability fixed @tl and average
path-delay fixed a80 ms.

We now compare the performance of SMCA with OPMS
and PT over varying values of loss and delay.

2) Uncorrelated topology - path loss variation: Fig. 6 and
Table 11l presents the PSNR gains achieved by using SMCA
compared to the OPMS for the topology of Fig. 3. The average
path-delay in the simulations was set at 30 ms. Fig. 6 present
the performance results obtained with different averagé pa
loss-rates. We observe that the difference in gain between
SMCA and the OPMS is positive in all cases. This difference
in gain increases with the increase in the average loss-rate
and increase in loss-rate diversity among the links. Thia ga

sacground vt o is due to the smart multiplexing scheme that exploits the los
gonermor diversity in the paths to transmit high importance framesrov
low loss paths. However, Table Il shows that the average
PSNR declines as the average loss-rate of the paths insrease
Table Il also shows the PSNR comparison with the completely
optimized PT scheme. We notice that the average PSNR in

Garden video test sequence with SIF resolution (352 x 2467S€ Of the SMCA degrades less steeply as compared to the
pixels) at 30 fps. The Flower Garden sequence was encodigedy and PT §chemes. The average PS!\IR_forthe 04 average
using the H.26L encoder. The GOP had 16 frames in tll%ss-rate case in Table Il is worth men.tlonlng.here. In this
following order: IBBPBBPBBPBBPBBP. The bit-rate was 1.£35€ We observe that the content received using the OPMS
Mbps and the average packet size was 700 bytes. In an average PSNR afl.64 dB which makes it almost

following subsection we present our performance evalnatigPossible to display a fair quality video stream to the user
results. It is important to note that the average delay waiue Under similar conditions the performance of SMCA is within

quote in the following subsection correspond to the valbas t 2cceptable limits for fair decoded video quality (avg. PSNR
were administratively configured in the associated topielng 22-78 dB)- We also observe that SMCA achieves comparable

The delays due to intermediate node buffer occupancy arePfformance to the PT approach at a much lower complexity.
addition to the values we quote.

Fig. 3: Uncorrelated link topology

Fig. 4. Correlated link topology
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Fig. 6: Gain versus loss diversity (uncorrelated paths) from a greedy

Fig. 5: Gain versus number of paths (more than 3dB gain providé€PMS) scheme by using intelligent path aggregation (SMCA)

substantial video quality improvement.)



SMCA PT OPMS SMCA PT OPMS

Avg. Loss Prob.| PSNR(dB)| PSNR(dB)| PSNR(dB) Avg. Loss Prob.| PSNR(dB)| PSNR(dB)| PSNR(dB)
0.05 29.32 31.82 26.06 0.05 28.12 30.42 26.37
0.1 29.03 29.02 24.43 0.1 26.33 27.47 23.86
0.35 26.32 26.86 18.21 0.35 23.87 20.64 19.75
0.4 22.78 20.31 11.64 0.4 20.26 18.36 12.54

TABLE lIl: Gain versus loss diversity - uncorrelated paths. The TABLE IV: Gain with loss diversity - correlated Paths

gains with SMCA over OPMS increase with the increase in average

loss-rate and the diversity in loss-rate. SMCA PT OPMS
Avg. Delay || PSNR(dB)| PSNR(dB)| PSNR(dB)

o ) 30ms 30.12 31.83 27.96

3) Correlated topology - Path loss variation: Fig. 7 and 50ms 28.32 29.46 24.33

Table IV presents PSNR gains achieved by using our SMCA 100ms 25 12 2491 19.19

scheme compared to the OPMS and PT schemes for th 300ms 51.78 18.73 11.03

topology of Fig. 4. The average path-delay in the simulation
was set at 30ms. Fig. 7 presents the performance results
obtained with different average path loss rates. The result
observed indicate a similar comparative performance as the
uncorrelated topology case. This result is important sthee Fig. 8 and Table V. The different curves in Fig. 8 correspond
users have almost negligible control over the paths pravidg, different average path-delay settings. The averagerhies

by the network and a scheme that provides better performarger the paths was fixed at 0.1. The variation in the individua
under all conditions of loss correlations is highly desliedor  path delays was set at a maximum of 100% from the average.
real-time applications. An interesting observation from Fig. 8 is that SMCA performs
much better than OPMS in the case of high variations of delay
characteristics among paths. This validates the correstasp
tion of the out-of-sequence transmission scheme. FromeTabl
V we observe that SMCA achieves comparable performance
to the PT approach (at a much lower complexity).

5) Performance with FEC: In this subsection we provide
the simulation results of SMCA coupled with two different
FEC schemes: the Uniform-FEC (SMOAFEC) and FEC
using Unequal Error Protection (SMCIBEP) as described in
Section 1lI-C

The topology used for simulation in this subsection is the
correlated path topology depicted in Fig. 4. Each path has a
Fig. 7: Gain versus loss diversity - correlated paths. The gain afiean latency of 30 ms and the average path loss values are
SMCA over OPM_S increases with the increase in average loss-rgténtrolled for each simulation. Table VI presents the ayera
and the diversity in loss-rate. PSNR values for each of the three schemes. It is observed that
while SMCA_UEP outperforms SMCA and SMCAFEC the
improvements increase with the increase in the average loss
rate of the paths. This is expected since SMEBC provides
robustness in the presence of high losses by protecting the
important data and making sure that the important data and
associated FEC is decoupled in case of correlated losses.
Again, we observe that the performance gain increases with
the loss-rate and loss-rate variation.

TABLE V: Gain with delay variation
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V. SUMMARY

In this paper we presented a route-aggregation scheme,
SMCA, that exploits the diversity in network paths to satisf
real-time application’s transmission requirements. SM@&Ga&s
Fig. 8: Gain versus Delay Diversity. The gain of SMCA over OPM% novel out-of-sequence transmission strategy to use high
increases with the increase in average delay and the dlver5|ty|a"llency paths for transferring packets with non-immediate
latency. playout times from the transmit buffer. While utilizing this

otherwise unusable bandwidth, the out-of-sequence trigasm

4) Uncorrelated topology - Path delay variation: The gain sion scheme also helps reduce the overall transmissioy.dela
in performance with varying delay characteristics are show A smart content-based mapping scheme is used by SMCA

PSNR difference [intelligent - greedy] (dB)

0

0 40 60 80 100

Percentage Variation in Delay



Avg. SMCA SMCA_UFEC | SMCA_UEP
Loss Rate
Avg. PSNR| Avg. PSNR | Avg. PSNR
(dB) (dB) (dB)
0.1 26.02 28.34 30.01
0.2 24.75 27.89 29.23
0.3 23.96 27.02 28.96
0.4 22.32 24.53 26.59

[10] A.C. Begen, Y. Altunbasak and O. Ergun, “Fast heursstar multi-path

(11]

(12]

(23]

[14]

TABLE VI: Average PSNR with and without FEC (Avg. delay

= 30ms)
Variation in Loss Rate
Avg. 10% | 20% | 30% | 40% | 50%
Loss Rate
0.1 1.24| 253 | 2.95| 3.27 | 3.99
0.2 152 | 2.75| 3.16 | 3.82 | 4.03
0.3 1.73| 2.82 | 3.37| 3.92 | 4.12
0.4 2.93| 3.09| 3.59| 4.16 | 4.27
TABLE VII:

Gain in PSNR (in dB) with SMCAUEP from SMCA with
loss-rate variation (Avg. Delay = 30ms)

(18]

(16]

(17]

(18]

(19]

(20]

(21]

[22]

to counter effects of network loss. The mapping criteria,
though sub-optimal, provides gains at much lower compfexit

than a fully optimized one. This scheme can be used
map both video and associated FEC in a decoupled manner

to avoid performance degradation due to correlated network

losses. The mapping is done in adaptive manner to keep
up with the network path dynamics. The simulation resul

{

24]

S

show that SMCA performs better than an opportunistic packet

mapping scheme and its performance is comparable to a

fully optimized multiplexing scheme. Relative performanc
improvements gained using SMCA increase with the path
diversity and higher values of average path loss and latency
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